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mango. In short of the experimental method, we analyzed
the leaf using an image processing method. To confirm our Keyword:
result, several analyses were also conducted: leaves process Detection,
digital image acquisition, and preprocessing, as well as ;ff’?”g? Trees,

. eps e election,
feature extraction and classification. The result showed that Features of mongo,
our image processing method was effective to detect the Leaf of mango.

variation of up to 78%. We believe that further study using

this method will be effective for other types of fruits.
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1. INTRODUCTION

Research in the field of horticulture is
now wing rapidly. (Permatasari et al.,
2016) Mango is one of the most favourite
fruits in the world. Therefore, this type of
fruit has been researched deeply to enrich
the variety. (Hanson & Bell, 2007)

The goal of this study was to find the
best way to determine the type of mango
trees that have not been fruitful. The main
part of the tree used in the research is the
leaves. The leaves acquired into a digital
image and then do the preprocessing,
feature extraction, classification process is
then performed to determine the type of
the mango tree. Detection performance is
77.78% accuracy. Although that research do
not provide optimal detection accuracy
results, but Is showed that the detection of
the mango tree species based on the texture
of the image of the leaves is prospective.

Early studies on the mango tree species
detection research was done by several
researchers. For example, Prasetyo showed
the accuracy is obtained up to 88.89%. The
analysis for the selection of texture features
were done and had been used in the test
and repair the system. (Prasetyo, 2013;
Prasetyo, 2016) The method used for the
analysis is Fisher's Discriminant Ratio. The
spectrum of colors used in these studies is
gray. From the 17 candidates of the features
used in the detection, 6 features are the
most informative in the study. Performance
testing of the system also provides better
results that up to 90% accuracy.

As one part of the study, this research
also analyzed the candidate features of
image texture of mango
component used is Hue component of the
HSI spectrum. Candidates features used are
17 candidates, but the spectrum of colors
used are different. Hue as the spectrum was

leaves. Color

used for generation of the features because
Hue represents the pure color components
of the digital image. (Camci et al., 1992) The
results of this analysis can prove that the
features of the Hue spectrum can be used as
an informative feature in detecting the type
of a mango tree. (Usha & Singh, 2013) Thisis
also confirmed by comparing the
performance of the best features raised
from Hue component to the new features.

Based on the above problems, this
paper presented the results of research that
analyzed candidate image texture features
of mango leaves in Hue color components.
Feature selection results in this research
may be an additional feature detection
system supporting the mango tree species.

2. CURRENT RESEARCH ON MANGO

Early studies on this research begins
with a previous study, in which the main
subject is the detection of a mango tree
species that have not been fruitful based on
digital image leaf texture of mango leaves.
(Morales-Salazar et al., 1997) The reason for
the use of texture as the main feature for
detection is the possibility for detecting the
physical appearance of mango leaves by
naked eye, the change in color can be
distinguished easily. (Gomes & Leta, 2012)
However, this cannot be done by layman
due to their limitation. Proving empirically
on results subsequent research (Prasetyo,
2013; Prasetyo, 2016), the detection system
has a better accuracy that is 88.89%. This
means that the in the system detection is
quite high. Prasetyo also analyzed the
informative features of leaf texture on the
classification of types of mango trees. The
result, from the 17 candidates features,
showed 6 best features are recommended
for use. Experiments with K-NN classification
method also tends to provide better
accuracy with value of 90%. Thus, the use of
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texture is reasonable for use in this study.
This study also used features mature leaf
color (dark green) as a base feature
generated. Features color to a preliminary
study of research to determine how much
informative color in the detection of the
type of mango leaves.

The successful method for detection is
not only for one type of mango but also
many types of mango, such as mango trees
gadung and curut. The system can perform
detection with accuracy performance of up
to 77.78%. This result can be considered to
be optimal. Improvement of the system is
gpne by testing the classification method
Support Vector Machine (SVM) and Fuzzy K-
Nearest Neighbor in Every Class (FK-NNC).
The results of application performance
provides accuracy is up to 88.89%. This
performance is much better than before.
Further, the selection of the best features in
the case of detection of a mango tree
species, experiment with methods K-
Nearest Neighbor (K-NN) obtained accuracy
of 90%.

Magbool et al. reported. that use of
shape features as the main feature which is
extracted from the leaves. (Magbool et al.,
2015) Their research gave the performance
of detection accuracy of from 96% to 98%.
Kadu et al reported the use of the YCbCr
color as textual material to determine the
type of disease in plants. (Kadu et al., 2015)
Kadir et al. segmented the image of mango.
(Kadir et al., 2015) Their research separated
the object of mangoes. The method used is
texture analysis and Randomized Hough
Transform. Ganiron Jr. conducted research
to determine the quality of mango fruit, but
using the feature properties of mango fruit
shape. The method wused is
Neighbor. (Ganiron Jr., 2014)

Nearest

Ahmad focused quality classification
based on the morphology physical
properties of area and texture of the mango
fruit. (Ahmad, 2010) Types of mango fruit
observed was the type of gadung and
arumanis, texture measurement used is the
contrast of the red color index. The reason is
because the color of ripe mango fruit is
usually dominated by a somewhat reddish
color on the skin. Accuracy obtained is about
74.3%.

Another research using the physical
properties of texture made by Dhaygude
and Kumbhar. (Dhaygude & Kumbhar,
2013). Leaf texture characteristics are used
to detect the disease suffered by the tree.

Research conducted by Imagluddin and
Tawakal showed detection of the type of
leaf based on the shape and texture
(Imaduddin & Tawakal, 2015)
Classification method used is AdaBoost and
Support Vector Machine. With the 1907
sample image of leaves, the system gives
the performance accuracy of 66.91%.
Though provide accuracy performance has
not been good, but this study provides a
different paradigm, in which the process of
recognition/detection can be applied to
Android operating
system. Although the research is not yet
mature in the development stage, the
opportunity to develop a detection system
in another horticulture is high. Other studies
have similar scheme is Sanjana et al., which
used the feature shape, color, and texture of
the leaves to detect diseases in plants.
(Sanjana et al., 2015) Yamamoto et al.
published results of research to detect
maturity for tomatoes by color, shape,
texture, and size. (Yamamoto et al., 2014)
System performance is obtained has a recall
value of 80% and precision of 88%.

features.

mobile devices on
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3. RESEARCH METHODOLOGY

Research results presented in this paper
on the analysis and selection of texture
features are extracted from a digital image
of mango leaves. There are 3 types of
features conducted the analysis: statistics,
invariant moment, and the co-occurrence
matrix. From statistics feature, a feature
that is processed is the average intensity,
contrast, smoothness, third moment,
uniformity, and entropy. From the moment
invariant feature being processed is 7
invariant moments. While the co-occurrence

atrix feature that is processed is the
entropy, energy, contrast, and homogeneity.
These extracted
component of the spectrum HSI. Feature
analysis performed using Fisher's
Discriminant Ratio (FDR) is to get to the
classification features informative. The
analysis was also conducted separately
between features. Assumptions used in this
study are as follows:

features from Hue

1. The image processing feature extraction
has been done through the
segmentation process. So that, part of
the image that is not leaf will be given
black color.

2. e number of images used in this
study is 60 pieces, divided into 30 types
of gadung mango and 30 types of mice
mango.

3. HIS components are Hue, is Hue
component used can be to represent
content of pure color without being
influenced by anything.

4. Analysis feature performed on each of
the features individually, so that
between one feature to another feature
will not have any relationship.

5. The threshold used as an informative
feature are FDR with index value 2 0.5.

6. Testing the performance of the system
with the selected feature used K-
Nearest Neighbor method.

This research done by following the research
framework as follows:

1. Doing literature study of detection of
mango tree species and features
analysis

At this stage the author read up
literature of a number of studies, both
concerning the detection of mango tree
species, as well as the detection of
another object. Book study of the
methods for the selection of features
will also be necessary to determine the
appropriate method to use. For the
analysis of mango leaf texture feature
will use Fisher's Discriminant Ratio.

2. Extraction of features in the HSI

spectrum

At this stage, the authors do image
conversion from RGB to HSI, further
making Hue component. The next
process is the extraction of texture
features Hue component. There are 30
images of gadung mango leaves and 30
images of mice mango. Statistical
texture features extracted is the
average intensity, contrast,
smoothness, third moment, uniformity,
the
invariant texture, a feature which is
extracted is 7 moment invariant, while
the matrix  texture
features entropy, energy, contrast, and
homogeneity.

and entropy. From moment

Co-occurrence

3. Calculations of feature selection using
FDR
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At this stage, the authors calculated the
value of FDR to all the features. FDR
value is calculated separately for each
feature, where each feature on a
number of data is correlated with the
class label.

4, The selection of informative features
based on the FDR index value

The author makes the selection a
number of informative features based
on the FDR index value of all features
that is greater than or equal to the
threshold (thresholtﬂ; 0.5) If the FDR
value of a feature Is greater than or
equal to the threshold value than the

feature it.
5. Comparative test and analysis

At this stage, the authors conducted a
comparative test using that passed FDR
feature selection versus old features.
is K-NN.
After testing the performance analysis
of results was obtained in both types of

Classification method used

features.

4. RESEARCH RESULT AND ANALYSIS
4.1 Data Set

There are 17 candidates features
extracted. All of these features are extracted
from Hue component of HSI spectrum. The
number of images used are 60 data consists
of 30 species for gadung mango and 30
species for mango curut (= Java). The data
set used are presented in Table 1.

4.2, FDR Index Value and Analysis

Furthermore, the calculation of FDR
index value of each feature by calculating on
each and every group class features such as
average and variance, then calculated the
FDR index value. The results are as shown in
Table 2.

FDR index values gives an overview of
the level of feature capabilities that can
separate data between two classes.
Minimum FDR index value is 0, which states
that the feature can not fully separate data
between two classes. Values higher mark
feature that can separate data between two
classes better. On the 17 candidates feature,
only two features qualify the threshold 0.5,
which is uniformity (statistics) and energy
(co-occurrence matrix), each having FDR
index value of 1.221 and 1.464.

None of the moment invariant that
passed the selection because FDR index
value that is far below the threshold. It also
means that the moment invariant texture
features is less suitable as a feature in
detection of mango tree species based on
the texture of the leaves. It has also been
proven as in previous studies.

4.3, Comparative Test and Analysis

Furthermore, the comparison between
the selected features with the features used
in previous studies. The comparison was
doneto the features used in several reports.

Comparison of features that are used
are presented in Table 3. The three groups
of features are then used for prediction
using K-NN with a choice of a number of
value of K nearest neighbors.
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Tabel 2. Feature Candidate

No. Type Feature FDR Rank
1. S Average 0.089 12
2. S Contrast 0.014 15
3. S Smoothness 0.055 13
4. S third moment 0.109 11
5. S Uniformity 1.221 2
6. S Entropy 0.012 16
7. M Moment 1 0.254 3
8. M Moment 2 0.223 6
9. M Moment 3 0.202 7
10. M Moment 4 0.227 5
11. M Moment 5 0.239 4
12. M Moment 6 0.202 8
13. M Moment 7 0.155 10
14. C Entropy 0.021 14
15. C Energy 1.464 1
16. C Contrast 0.178 9
17. C homogeneity 0.001 17

Information:
S : Statistic M : Moment Invariat C : Co-occurence Matrix

Tabel 3. Features used as a comparison test of classification performance

Old Feature (Agustin and Prasetyo, New Feature Feature of
2011) (Prasetyo, 2012) Research Result
average (S) third moment (S) uniformity (S)
Smoothness (S) uniformity (S) energy (C)
entropy (S) Entropy (S)
Moment 1 (M) Entropy (C)
Moment 2 (M) energy (C)
Moment 4 (M) homogeneity (C)
Moment 6 (M)
Moment 7 (M)
energy (C)
Contrast (C)
Comparativem testing was conducted Validation. Number of fractions (K) used in

using K-NN with K=1,K=3,K=5,K=7, K=
9, and K = 11. At each test session, there are
12 data into test data, and the rest goes to
the training data. Before being used for
classification, all data were normalized to
provide the
Normalization used is zero-mean. Testing
system is done by using the K-Fold Cross

same range of values.

each experiment K-Fold is 5. This is done as
much as 5 times the experiment as well. The
results are then calculated the average to
get all performance. K-NN prediction by
using Eulidean distance.

Testing system is done by using the K-
Fold Cross Validation. Number of fractions
(K) used in each experiment of K-Fold is 5.
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This is done as much as 5 times experiment
as well. The result is then calculated to
obtain average overall performance.

Two features obtained in this study is
already included in the selected feature in
previous studies, but that study were
conducted on the gray spectrum, whereas in
this study conducted at the Hue component.
In this study, four features are studied: third
moment (S), entropy (S). entropy (C), and
homogeneity (C) these feature did not pass
the selection FDR index. This study also
conducted observation on the effect of four
of these features during the classification.

Tabel 4 shows prediction result by K-
NN. From the test results as shown in this
table, the performance prediction accuracy
for features of these research results are not
too good. For example, for K = 1, features
research results are worse than the old
features (0.77 vs 0.90), while for K = 5,
features research results are better than the
old features (0.80 vs 0.76). New features
also tested by applying it to the Hue
component. Comparison of the accuracy of
the new features, it turns out the new
features that is better than new features on
the Hue component.

Tabel 4. Prediction result by K-NN ]

Old Feature
Experiment K
1 3 5 7 9 11
1 090 0.88 078 080 080 080
2 092 078 078 075 075 077
3 0.88 082 073 077 08 078
4 0.88 0.82 068 077 073 070
5 090 0.85 0.8 080 08 075
Average 090 0.8 076 078 078 076
New Feature (Prasetyo, 2015)
. K
Experlment 1 3 5 7 9 1
1 0.87 090 085 087 087 085
2 0.88 0.87 0.88 0.88 085 0.85
3 0.88 0.90 092 087 08 083
4 0.85 0.85 087 085 085 0.83
5 093 0.92 090 087 087 083
Average 0.88 0.89 0.88 087 086 084
Feature of Research Result
. K
Experlment 1 3 5 7 9 1
1 078 078 0.78 0.83 083 080
2 077 073 0.80 083 083 082
3 075 075 0.0 0.85 083 080
4 075 073 0.78 080 080 078
5 0.80 0.80 0.82 0.8 083 080
Average 077 076 0.80 083 083 080
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New features are selected by FDR
testing, which is uniformity (S) and energy
(C). These factors are also already contained
in the selected feature from our previous
study. There are other features of previous
studies that did not pass the selection with
FDR, but the contribution of these features
is helpful in providing better performance.

4.4 Performance Test 6 Best Features

Proving that the performance of the
new features is better than the texture
features of the Hue component in this

research. This also gives evidenced by the
performance of comparison test.
Performance testing is done by predicting
the K-NN method. Testing systems also used
the same way in the previous section.

Features used to the new features are 6
features selected from our previous studies:
third moment (S), uniformity (S), entropy (S),
entropy (C), energy (C), homogeneity (C).
And, other the features of the research
results used are energy (C), uniformity (S),
moment 1 (M), moment 5 (M), Moment 4
(M) and moment 2 (M). The results are
presented in Tables 5 and 6.

[ Tabel 5. Performance Test 6 New Features J
New Feature
. K
Experiment 1 3 < ; 5 1

1 092 088 085 085 0.83 082
2 0.82 083 085 085 0.82 080
3 0.85 090 088 0.87 0.87 0.85
4 0.92 090 090 0.83 0.82 0.82
5 090 090 088 0.88 0.85 0.85

Average 0.88 088 087 08 084 083

[ Tabel 6. Performance Test 6 Features of Research Result ]

Feature of Research Result

i K
Experiment 1 3 g 7 5 11

1 0.90 0.80 078 070 0.72 077
2 0.88 0.80 073 060 067 072
3 095 077 075 070 0.67 0.67
4 0.92 087 070 070 0.72 075
5 0.88 0.82 077 070 070 072

Average 091 081 075 068 069 072
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The results given in Tables 5 and 6
proved that the performance of the new
features was always better than the features

ed in this research. In the performance of

=3,K=5 K=7 K=9and K= 11, the
accuracy obtained new features is always
better than the features in this research. It
also confirmed that the new features in
previous studies can also be used on
components in the Hue HSI spectrum.

From the exposure in the previous
section, it can be concluded that two of the
best features and the 6 best features
extracted from Hue components can not
work optimally, while the feature generated
by previous research would still work
optimally when applied to the
component of the spectrum HSI image.

Hue

5. CONCLUSIONS AND SUGGESTIONS

From the research done, we concluded
several information:

1. The best Features of mango leaves
image texture extracted from Hue
components are energy (C), uniformity
(S), one moment (M), 5 moment (M), 4
moment (M), and a second moment
(M). However, the factors cannot
provide optimal performance. In the K-
NN method, accuracy can reach up to
0.83 (83%).

2. Features of mango leaves image texture
are third moment (S), uniformity (S),
entropy (S), entropy (C), energy (C),
homogeneity (C) which is extracted
from the gray spectrum. These

parameters become the best selected
feature in detection of the type of a
mango tree.

3. Features of mango leaves image texture
can provide optimum performance
accuracy. In the K-NN method, accuracy
can reach up to 0.89 (89%).

Regarding suggestions, we summarized in
the following:

1. The results of this study is limited to
two species of mango trees, which is
gadung and mice, as researchers used
previously. This, we need to use other
types of mango leaves to provide
extended coverage mango species.

2. Testing the performance of the new
system is done on one method, K-NN,
However it iggmecessary to provide test
for getting ﬂ]e performance of the
other methods, such as Support Vector
Machine, Artificial Neural Network, or
etc.

3. We still need more amount of data in
testing sessions to provide a more
credible performance.
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