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ABSTRACT 

 

The use of data mining in the past 2 decades in harnessing the data sets become important. This is due to the 

information given outcome becomes very important, but the big problem are the obstacles data mining task is a very 

large amount of data. A very large number indeed specificity of data mining in extracting information, but the 

amount of too big data also cause decrease the performance. On the issue of classification, data that are not 

positioned on the decision boundary becomes less useful and make classification method is not efficient. K-Nearest 

Neighbor Support Vector present to answer the problem that data is normally owned by very large data. K-SVNN 

able to reduce the amount of very large data with good accuracy without degrading performance. Results of 

performance comparisons with a number of classification method also proves that K-SVNN can provide good 
accuracy. Among the five comparison methods, K-SVNN got in the big 3 methods. K-SVNN difference accuracy to 

other methods less of 0.66% on the data set Iris and 20:29% on the data set Wine. 

Keywords: K-Support Vector Nearest Neighbor, classification,performance comparison, Support Vector Machine, 

ANN Back-Propagation, Decision Tree, Naïve Bayes 

 

1. INTRODUCTION  
The use of management information systems in all fields led to the growth of data increases. In each year, 

the institution of information system will add a heap data into 'data warehouse' in its database system. In one decade 

conceivable there will be millions of data remain stored but no gain nothing in the data storage. Data mining is 

present to utilize data - data such huge numbers. Some things that can be done in data mining are classification, 

clustering, and association analysis [10], [6]. 
On the classification task, there is a training process that must be done on the system, before the system is 

ready to be used for prediction [5]. Although not all methods have the training process as K-Nearest Neighbor, but 

the method has training process as Artificial Neural Network and Support Vector Machine will require memory 

resources, and time to do so. In methods that do not have the training process, such as Nearest Neighbor, it requires a 

large memory resources to store training data. 

Basically, training data contains data that is generally in two situations. The first situation is the data in the 

position around the decisions boundary of classification. In this situation the data have an influence in determining 

the outcome prediction, this data is required at the prediction time process. In the second situation, the training data 

that are not positioned on the decisions boundary of classification. The characteristic of these data is in this position 

is that the data is surrounded by other data that one class with him. These data are not needed at the prediction time. 

Research conducted attempted to perform data reduction at this position [3]. The process to get the data into a 

Support Vector by searching for K nearest neighbors of each data. With the choice of the smaller K then the greater 

data reduction occurs, and vice versa. In his research, the performance accuracy obtained is not different even tend to 

do better. This method became known as K-Support Vector Nearest Neighbor (K-SVNN). 

Research on data training reduction on classification is also conducted [9], the name is bundling text. This 

method uses a statistical basis in condensing data. In the scheme of proposed method, the data condition on two 

classes of the most concise is when all data on a class represented by one data point. Condensing data were based on 
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statistical average. One data point that condense data represented is obtained by computing average of data that 

joined that class. The reason for using average because average is also used as base in the Rocchio algorithm and 

Multinomial Naive Bayes. Application of these methods are still in text data. This method divides the text into 

several groups of similar data categories. Then calculate average each group to generate a data bundle. The 

researchers said that bundling text is useful especially when doing text classification using SVM, which the SVM 

provides high accuracy but many spend time in training process. Thus the method of summarizing data by 

condensing the entire data into desired data, in this study, data reduction is only performed on data that are not on the 
decision boundary of classification. 

Some other data reduction methods proposed include the Lazarevic and Obradovic [2] in the form of data 

reduction with Multiple Models Integration. Provost et al. (1999) proposed a reduction by efficient progressive 

sampling [8]. Freud and Schapire [1] also proposes progressive boosting to reduce data. 

The study [4] to test the performance comparison of K-SVNN to other methods, those are Decision Tree 

(DT), and Naïve Bayes (NB). The results showed that K-SVNN method is better in accuracy, but the training and 

prediction time are longer. [4] also tested performance comparison of K-SVNN to other methods, those are Support 

Vector Machine (SVM) and ANN Back-Propagation (ANN-EBP). The test results showed that K-SVNN method 

relatively better than others. Neither performance accuracy, training and prediction time, K-SVNN method is not 

necessarily better. This paper presented the results of performance comparative of K-SVNN method when compared 

to four methods. If in previous studies conducted comparative K-SVNN vs DT and NB, and K-SVNN vs. SVM and 

ANN-EBP with some choice of parameters. In this study compared performance of K-SVNN vs DT, NB, SVM and 

ANN-EBP at once. Empirical test with the use of the variation parameter K also conducted to prove the performance 

more broadly. 

The presentation of this paper is divided into 4 sections. Part 1 provides preliminary background of the 

author doing research. Section 2 presents the research framework. Section 3 presents the testing and analysis were 

performed. And section 4 presents the conclusions of the research and suggestions for subsequent research. 
 

2. RESEARCH FRAMEWORK 
This research observed the K-SVNN method individually as well as when compared to other methods of K-

NN, DT, NB, SVM and ANN-EBP. Observations individually performed to test performance on a wide variety of 

parameters affecting performance. This observation referred to research [3]. While comparisons with other methods 

conducted to determine how well its performance to other methods on the data with the same test environment 

conditions. 

 

2.1 Data Reduction 
As presented in the previous section, that training data typically contain data that are in two situations. The 

first situation is the data in position around the decisions boundary of classification. In this situation the data have an 

influence in determining the outcome prediction, this data is very important and necessary during the prediction 

process. In the SVM method, this data is great opportunity to be elected as Support Vector, as well as in K-SVNN. In 

the second situation, the training data is not being positioned on the decision boundary of classification. 

Characteristic of these data in this position is the data is surrounded by other data that one class with him. In the 

Nearest Neighbor method, this data is not actually needed at the prediction time. Thus, research conducted [3] 

attempted to perform data reduction at this position. The process to get the data into a Support Vector by searching 
for K nearest neighbors of each data. Smaller K selection will result in greater reduction occurs, and vice versa. In his 

research, the accuracy of the performance obtained is not different even tend to do better. This method became 

known as K-Nearest Neighbor Support Vector (K-SVNN). 

Empirically testing K-SVNN conducted to determine the performance of different K variations. The test 

results [3] showed that the accuracy is in range 80% even with the use of K ranging from 3 to 15. While the 

reduction is is done varies from 75% to 40%. The highest reduction can be achieved when K = 3. 

In principle, the reduction done is also an impact on the method requires the training process, such as ANN 

Back-Propagation. During training process, each training data is read to make process of identifying whether 

accordance with the class or not. If it does not fit then make updates weights. For data that is positioned on the first 

will give weight change, while in the second position does not give change, but the data through the process of 

training. Thus, data with this second position needs to be reduced to not perform training process. This data reduction 

techniques useful to shorten training process because it does not need to process the data that is in the second 

position, as described [7]. The results of empirical test to determine training time reduction was found that the 

training time is reduced from 15% to 80%. While accuracy is obtained is also different: the accuracy decreased to 

4.76%. 
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2.2 Performance Comparison 
Comparison of five methods are presented in table 1 below. Comparison in the table 1 refer [4] and [5]. 

 

Table 1. Comparison of five methods 

Criteria K-SVNN K-NN SVM ANN-EBP DT NB 

Storing some data 

train 

Yes Yes Yes No No No 

Criteria affecting 

performance 

K nearest 

neighbor 

K 

nearest 

neighbor 

alpha, bias, 

kernel 

function 

number of 

hidden layers, 

number of 
neurons in the 

hidden layer, 

learning rate 

momentum, 

target error, 

number of 

iterations 

Criteria for 

features 

selection as 
branch 

- 

Global optima 

solution 

No No Yes No No Yes 

Memori space Large Large Middle Small Small Small 

Kernel functions 

utility 

No No Yes 

(explicit) 

Yes (implisit) No No 

Table 1 provides overall explanation of results of comparative analysis of five methods. In terms of training 

data storage partially, K-SVNN have the same principle as the SVM. In terms of the parameters that affect 

performance, K-SVNN using K as a parameter that determines number of Support Vector obtained, the smaller value 

of K then less number of Support Vector generated. Global optima solutions are also not obtained by the K-SVNN, 

because with a different K can be obtained different prediction results too. Memory demands on K-SVNN also great 

considering the amount of Support Vector generated too much. Actually kernel function only for SVM, SVM has 

working principles such as map data to a dimension that is relatively higher than its original dimension. While ANN-

EBP using hidden layer as a way to map non-linear functions, where the number of neurons in the hidden layer is 

usually more than neurons in the input layer and output. 

PERBANDINGAN 

KINERJA

Support Vector 

Machine

ANN Error Back-

propagation

K-Support Vector 

Nearest Neighbor

Hasil 

Perbandingan

Decision 

Tree

Naïve 

Bayes

K-Nearest 

Neighbor

 
Figure 1. Schematic method comparison 

In this study, doing performance comparison of K-SVNN method against other five methods. Comparison 

diagram is presented in Figure 1. These six methods in its work using different parameters. In this performance test 

parameters that are used each method selected value that gives the best results. Assumptions such parameters as 

follows: 

1. K-Support Vector Nearest Neighbor 

Observation on the results of research presented [3] provide information that optimal K value used is 9. So, 

on this performance test used K = 9. 
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2. K–Nearest Neighbor 

K values used in this study same with K-SVNN that is 9. 

3. Support Vector Machine 

The parameters that affect performance of SVM is kernel function. From all types of available kernels, 

common kernel is RBF. Thus, the performance test is also used RBF. 

4. ANN Back-Propagation 

For ANN-EBP, parameters used are as follows: number of hidden layer = 1, number of neurons in hidden 
layer = 150, learning rate = 0.1, momentum = 0.95, target error = 0.001, and maximum number of iterations 

= 1000 

5. Decision Tree 

Induction method used is C4.5. 

6. Naïve Bayes 

There are no specific parameters used. 

 

3.  RESULT AND ANALYSIS 
 

3.1 Data set testing 
Testing conducted on five public data sets provided by UCI Machine Learning Repository (UCI Machine 

Learning Repository, [5]), are: Iris (150 records, 4 feature), Vertebral Column (310 records, 6 features), Wine (178 

records, 13 feature), Glass (214 records, 9 features), and Diabetic Retinopathy (1151 records, 18 features). Especially 

for Diabetic Retionopathy data sets, the first feature, not used for quality assessment becase value of the data 

variance same to 0, the feature can not be used as feature especially Naïve Bayes classification. This caused the value 

of variant in one of the classes is zero. System testing using 10-fold, of which 90% is used as training data and 10% 

used as testing data. 
Performance testing of K-SVNN in this study is done in two classes only, so it must do merging several 

different classes into one class on a data set that composition of class more than two, which is Iris. In these data sets, 

data with the label grade 'setosa' and 'versicolor' combined into one class. Because the data on each feature has range 

of different values, then the pre-processing is normalization. All data on each feature would be normalized so the 

value on each feature uses same range of [0,1]. Then do the testing process using these methods. 

 

3.2 Testing Result and Analysis 
 Testing results of performance accuracy presented in Table 2. From this table, it can be observed that the K-

NN method has an accuracy similar to K-NN, and still is positioned on top 3, K-SVNN, K-NN and SVM. In the 

Grade K-SVNN column, given an * to mark number of other methods of accuracy under K-SVNN. 

Table 2. Comparison of performance accuracy 

Data set 

Accuracy (%) Grade 

K-

SVNN 

Difference to 

highest 

accuracy (%) K-SVNN K-NN SVM ANN-EBP DT NB 

Iris 94.67 95.33 95.33 58.67 61.33 32.00 *** 0.66 

Vertebral 

Column 77.10 78.06 83.87 59.68 20.32 27.74 

*** 6.77 

Glass 89.31 89.76 90.74 60.15 76.62 71.49 *** 1.43 

Wine 75.23 95.52 84.15 53.46 80.13 59.51 ** 20.29 

Diabetic 

Retinopathy 63.60 64.90 66.30 54.12 20.33 44.75 

*** 2.7 

 When compared to the difference in accuracy between K-SVNN with other methods that accuracy is the 

highest, K-SVNN provide the difference in the smallest 0.66% on data set Iris (the difference between K-SVNN with 

SVM or K-NN), and provides biggest difference 20.29% on data set Wine (the difference between K-SVNN with K-

NN). 

This result indicates that the accuracy prediction given K-SVNN persist well as K-NN and SVM. These test 

results are good too just limited to the data sets that have been is done performance testing. 

 

4. CONCLUSIONS 
From the research conducted, it can be concluded as follows: 

1. Method K-SVNN have good performance accuracy as K-NN and SVM method. 

2. Method K-SVNN able to perform data reduction training to reduce training computing while maintaining 

accuracy performance. 
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The research that has been done has several suggestions for subsequent research as follows: 

1. Comparing with other methods of data reduction is also necessary to know the quality of K-SVNN 

performance with a similar method. 

2. It needs further study in proving the performance accuracy on the other data set. 

3. It should be proof by the kernel function when compared with Support Vector Machine. 
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